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On April 8, 2014, the American Statistical Association released the “ASA Statement on Using Value-Added Models for Educational Assessment.” Below, we provide comments on the ASA statement and provide examples from our work at the Value-Added Research Center and Educational Analytics Inc. with districts and their stakeholders on the development and implementation of value-added models. We also provide a list of resources that provide additional information on these issues.

We agree with many of the points in the ASA’s statement on value-added models, and our value-added models are already aligned with many of them. In particular, we concur that there are strengths and limitations associated with all prospective measures of school and educator effectiveness, including both measures of educators’ professional practice as well as various student outcome measures. It is for precisely this reason that states and districts adhering to best practices have moved to incorporate a “multiple measures” approach that avoids placing too much weight on any single measure, although states are clearly adopting different definitions of how much weight constitutes “too much.”

We also agree with the claim that “VAMs are only as good as the data fed into them.” This is one reason why it is important to accurately capture and store student-teacher links and use a roster verification process to audit this data (either the full data set or a sub-sample). Many of our partner districts conduct an audit of student-teacher links for all teachers and thus can use this corrected data to estimate value-added models. In addition, all test records used in the value-added model are validated by district central office staff, and the value-added results themselves are subject to a rigorous series of quality control (QC) checks by our organizations.

ASA is correct in stating that “VAM scores are calculated from classroom-level heterogeneity [differences in student achievement] that is not explained by the background variables in the regression model.” ASA further notes that “[t]he validity of the VAM scores as a measure of teacher contributions depends on how well the particular regression model adopted adjusts for other factors that might systematically affect, or bias, a teacher’s VAM score.” It is for this reason that our partner districts have engaged with local stakeholders, Technical Advisory Committees, and national experts to identify and include in the model a comprehensive set of student-level
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predictors of student achievement growth that are typically beyond the control of schools and educators, including for example:

- prior mathematics and reading achievement (corrected for test measurement error)
- grade level
- gender
- race/ethnicity
- free/reduced-price lunch status
- homelessness
- English learner status
- special education status
- an indicator of student mobility (to account for the potentially disruptive effect of mobility)
- student/classroom (and student/school) “dose” variables that represent the fraction of the school year in which a given student was taught by a given teacher (in a given subject area) – equal to one (1) if a student was taught by a single teacher.

We have also explored including classroom-level measures to capture peer effects.

ASA states that “VAMs typically measure correlation, not causation: Effects – positive or negative – attributed to a teacher may actually be caused by other factors that are not captured in the model.” This comment is routinely invoked for evaluation models in which assignment to alternative “treatments” (classrooms and schools in our context) is not random, as in a classical randomized control trial (RCT). It is apparent that random assignment is generally infeasible in this context (assignment of teachers to students), and may even be undesirable from the standpoint of limiting the ability of principals and other school leaders to make optimal “matches” between the individual needs of students and the strengths of teachers.

Instead, VAMs and related growth models rely on quasi-experimental methods to control as much as possible for differences in student growth that are not due to teachers or schools. In particular (as mentioned above), the strategy is to include measures of prior achievement (in one or more subject areas) and an extensive list of student (and possibly classroom) variables, to control for differences in student growth. In our value-added models, these predictors typically capture 60-80% of the variability in post student achievement. The recent Measures of Effective Teaching (MET) Study (Kane et al., 2013; Kane, 2014) addressed the issue of whether, after controlling for prior achievement and other predictors of student achievement, there were unobserved differences in growth between students assigned to different classrooms within the same school. The MET Study tested this hypothesis by working with participating schools in the study to randomly assign students to classrooms. Then, value-added estimates were computed using the data based on random assignment and data from the previous year in which students were assigned in the usual manner. The study found no evidence that the non-experimental estimates differed from the experimental estimate. This suggests that estimated value-added effects may be highly correlated with causal effects. In order to protect against the possibility that value-added effects may be biased
to some degree, our value-added models and estimates are subject to a battery of quality control (QC) processes designed to flag possibly biased or non-neutral results. The QC process continues to be refined over time as new and better methods are developed to assess validity and robustness of the results produced by quasi-experimental models.

Value-added or growth models that use limited (or nonexistent) sets of control variables may yield estimates of educator effectiveness that are significantly biased (thus, the need to properly specify these models and use well-measured data). Student growth percentile models (which are often defined as descriptive, but used as if they are causal) are subject to this criticism since they do not include student or classroom variables (e.g., free lunch and EL status) that are predictive of student growth and do not control for test measurement error (Akram and Meyer, 2014). In particular, schools and teachers that serve a larger share of certain subgroups, such as students with disabilities, will typically fare worse when no attempt is made to control for these factors in growth models. This raises important policy questions around consequential validity, in the sense that creating disincentives to avoid serving these types of students seems unwise.

ASA states that “under some conditions, VAM scores and rankings can change substantially when a different model or test is used.” It is for this reason, as discussed above, that it is our practice to assess the robustness of the adopted model to alternative assumptions and to alternative sets of predictor variables and to share the results of this analysis with district central office staff and Technical Advisory Committee (TAC) members. This process has resulted in models that are quite robust.

With respect to the issue of the choice of assessments used to measure student achievement, growth in student achievement, and educator effectiveness, the most useful and valid information is obtained from assessments that are “curriculum sensitive;” that is, aligned with established learning standards and with what is taught in the classroom (Pellegrino et al, 2001). Test reliability – overall and by student – is also important since it affects the precision of estimated educator effects.

Of course, all test scores are imperfect proxies for student knowledge and measure student achievement with some error; this is one reason why our value-added models include an adjustment for test measurement error. But it is also true that other components of teacher evaluation, including commonly-used rubrics for evaluating teachers’ professional practice, are subject to statistical error (primarily via lack of consistency across raters) and possible bias, which is frequently not acknowledged or reported (Ho and Kane, 2013; Ponisciak et al, 2014; Whitehurst et al, 2014). We agree that as the stakes associated with value-added models increase, so does the potential for increased instructional time spent on narrow test preparation. On the other hand, it is arguably a very good thing for teachers to teach to high quality learning standards and the content domains that underlie assessments aligned to standards. Most evaluation systems address the two
above concerns by using multiple measures to evaluate teachers. From a measurement perspective, the use of multiple indicators enhances the validity and precision of overall, composite measures of educator effectiveness.

The claim that “most VAMs predict only performance on the test and not necessarily long-range learning outcomes” is not necessarily true, as one can see in the work of Chetty et al (2014a, 2014b). The opposite statement is made later in the ASA document: “Various studies have demonstrated positive correlations between teachers’ VAM scores and their students’ future academic performance and other long term outcomes.”

The ASA statement makes three points with respect to the magnitude of estimated teacher effects:

1. “The majority of the variation in test scores is attributable to factors outside of the teacher’s control such as student and family background, poverty, curriculum, and unmeasured influences.”
2. “Most VAM studies find that teachers account for about 1% to 14% of the variability in test scores.”
3. “This is not saying that teachers have little effect on students, but that variation among teachers accounts for a small part of the variation in scores.”

It is important when considering these points to distinguish between: (1) the contribution of teachers in a single school year and (2) the cumulative contribution of teachers from grades K (or earlier) through 12. The ASA statement focuses on the first point and thus underestimates the important contributions that high-performing teachers make over time to student learning and measured student achievement. Even so, the contributions of high-performing (versus low-performing) teachers over a single school year are practically important. Our review of value-added results from multiple districts indicate that the amount of variation explained by teachers is typically around 9% in mathematics and 5% in reading or English Language Arts (ELA). These numbers correspond to standard deviations of 0.30 and 0.23, respectively, which represent effects that are comparable to the size of achievement gaps between schools with low versus average achievement as well as to the size of achievement effects in randomized studies (Lipsey et al., 2012). The cumulative contribution of teachers over time substantially exceeds the contributions from a single year, although the total effect depends on the degree to which growth over a single year decays. Allowing for decay, our simulations suggest that the cumulative effect over 3 years approximately doubles the effect for a single year, and the effect of having a better teacher in all elementary school grades (K-5) more than triples the effect for a single year. The bottom line is that differences in teachers’ contributions to student achievement are practically important, particularly when it is acknowledged that students attend school for multiple years.

We strongly agree with the statement that all results should be reported with standard errors, and that any model assumptions should be explained. Our value-added results are reported with standard errors, and color-coded to indicate statistical significance. In addition, we provide technical documentation outlining the features and assumptions of the model. We would extend
ASA’s position on acknowledging statistical precision and model assumptions even further, in fact, by arguing that all components of teacher and principal evaluation – and not just value-added - should be subject to these requirements, as should the overall composite measure. Continuing to assume that only value-added measures are subject to imprecision, in other words, is more than a little misleading, and could lead to undermined confidence in educator evaluation systems down the road.

In conclusion, many districts and states use multiple indicators, including value-added measures, to measure the effectiveness of educators and schools. The use of multiple indicators, as discussed above, enhances both the validity and reliability of composite measures of educator effectiveness. One further benefit of this approach is that it signals to students, stakeholders, and the public that it is important for educators to focus on the complementary goals of using the best possible instructional practices and improving the learning outcomes of all students. We would argue that a balanced system that focuses on instructional practices and student outcomes is likely, in a “checks and balances” sense, to strengthen the integrity of both dimensions of the system.
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